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● Data and algorithmic errors have real-world consequences 
○ They are especially problematic when different stakeholders have different power

● Even “perfect” AI is not enough – mere algorithmic accuracy doesn’t mean it’ll 
work well for everyone

● Don’t just ask if AI is good or bad, but for whom?
● Today: you’re doing a lot of work. 

○ We’ll look at a few different tools to help you think through the questions
○ All tools here are at https://aidesignclass.org/resources.html 

Recap and to continue

https://aidesignclass.org/resources.html


Our running case study today

A “simple” writing 
assistant by Maggie 
Appleton

Chosen for its ease of 
analysis – not because 
this system is bad in 
some way.

http://www.youtube.com/watch?v=oDuVAczLqTk


Let’s get started

● Teams of 3
● Hint: think first about for whom the 

consequences exist

15 min, then discussion



figuring out whether or not the problem statement you've 
defined is ethically worthy of being solved

From Design Ethically (Same deal: 15 min as a team)



HAX playbook

https://microsoft.github.io/HAXPlaybook/?

● Decide the choices together
● Then discuss whether the testing suggested is meaningful, and what is 

missing
● (15 min)

https://microsoft.github.io/HAXPlaybook/


Auditing case – safety cameras



Government and auditing (15 min)


